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Abstract. While a variety of ensemble methods for multilabel classification have been proposed in the
literature, the question of how to aggregate the predictions of the individual members of the ensemble
has received little attention so far. In this paper, we introduce a formal framework of ensemble multi-
label classification, in which we distinguish two principal approaches: “predict then combine” (PTC),
where the ensemble members first make loss minimizing predictions which are subsequently combined,
and “combine then predict” (CTP), which first aggregates information such as marginal label probabili-
ties from the individual ensemble members, and then derives a prediction from this aggregation. While
both approaches generalize voting techniques commonly used for multilabel ensembles, they allow to
explicitly take the target performance measure into account. Therefore, concrete instantiations of CTP
and PTC can be tailored to concrete loss functions. Experimentally, we show that standard voting tech-
niques are indeed outperformed by suitable instantiations of CTP and PTC, and provide some evidence
that CTP performs well for decomposable loss functions, whereas PTC is the better choice for non-
decomposable losses.

Keywords: Ensembles of Multilabel Classifiers, Predict then Combine, Combine then Predict,
Hamming loss, F-measure, Subset 0/1 loss.

1 Introduction

The setting of multilabel classification (MLC), which generalizes standard multi-class classifica-
tion by relaxing the assumption of mutual exclusiveness of classes, has received a lot of attention
in the recent machine learning literature—we refer to [21] and [23] for comprehensive survey
articles on this topic.

Like for other types of classification problems, the idea of ensemble learning [5] has also been
applied to MLC (cf. Section 3). However, somewhat surprisingly, the question of how to aggregate
the predictions of the individual members of an ensemble has so far received little attention in
MLC. Instead, most approaches are based on simple voting techniques, which are typically applied
in a label-wise manner: For each label, the predictions—either binary predictions of relevance
or, more generally, label probabilities—of all ensemble members are collected, averaged, and
thresholded to obtain a final prediction for this label.

An obvious disadvantage of this simple approach is that the aggregation is independent of the
underlying performance measure, i.e., the aggregation procedure is not tailored to a specific loss
function. This, however, would supposedly be important: In contrast to standard classification,



where a loss function compares a predicted class label with a ground truth, an MLC loss compares
a subset of labels predicted to be relevant with a ground-truth subset. As there are various ways in
which subsets can be compared with each other, a wide spectrum of loss functions is commonly
used in MLC, and it is well known that different losses may call for different (Bayes-optimal)
predictions [3,4]. Naturally, the idea of customizing an MLC predictor to a specific loss function
should not only be considered at the level of individual predictors, but also at the level of the
ensemble as a whole, and hence also concern the way in which the predictions are combined.

In this paper, we study the problem of aggregation in ensembles of multilabel classifiers (EMLC)
in a systematic way. To this end, we introduce a formal framework, in which we distinguish two
principal approaches: “predict then combine” (PTC), where the ensemble members first make loss
minimizing predictions which are then combined, and “combine then predict” (CTP), which first
aggregates information such as marginal label probabilities from the individual ensemble mem-
bers, and then derives a prediction from this aggregation. While both approaches generalize com-
mon voting techniques as mentioned above, they also include more general variants and, moreover,
allow one to explicitly take the target loss into account. In other words, concrete instantiations of
CTP and PTC can be tailored to concrete loss functions. In an extensive experimental study, we
demonstrate that such loss-based aggregation functions do indeed outperform simple voting tech-
niques, and also investigate the question which type of aggregation is more suitable for which loss
functions.

2 Multilabel Classification

Let X’ denote an instance space, and let £ = {A1,..., A} be a finite set of class labels. We
assume that an instance & € X is (probabilistically) associated with a subset of labels A = A(x) €
2L this subset is often called the set of relevant labels, while the complement £ \ A is considered
as irrelevant for x. We identify a set A of relevant labels with a binary vector y = (y1,...,YK),
where y = [A\x € A].* By Y = {0,1}¥ we denote the set of possible labelings.
We assume observations to be realizations of random variables generated independently and identi-
cally (i.i.d.) according to a probability distribution p on X' x ), i.e., an observationy = (y1, ..., Yx)
is the realization of a corresponding random vector Y = (Y7,...,Yx). We denote by p(Y | x)
the conditional distribution of Y given X = @, and by py (Y} | ) the corresponding marginal
distribution of Y}:

pe(blz)= Y plylz). (1)

y€YVyr=b

Moreover, we denote by pr = pr(x) = pi(1| ) the probability of relevance of the label .

Given training data in the form of a finite set of observations

D={(zny)}  CXXD, )

drawn independently from p(X,Y), the goal in MLC is to learn a predictive model in the form of
a multilabel classifier h, which is a mapping X — ) that assigns a (predicted) label subset to
each instance € X'. Thus, the output of a classifier h is a vector of predictions

h(z) = (hi(z),..., hx(z)) € {0,1}, 3)

* [] is the indicator function, i.e., [A] = 1 if the predicate A is true and = 0 otherwise.



also denoted as g = (91, ..., UK )-

2.1 MLC Loss Functions

The main goal in MLC is to induce predictions (3) that generalize well beyond the training data
(2), i.e., predictions

g =argmin > {(y,9)py|=z), )
Y yey

that minimize the expected loss with respect to a specific MLC loss function £ : J?> — R. Two
important loss functions, both generalizing the standard 0/1 loss commonly used in classification,
are the Hamming loss and the subset 0/1 loss:

K

lrly 9) = 2 > Ik 2] 5)
k=1

ts(y.9) =y #9l. 6)

The (instance-wise) F-measure compares a set of predicted labels to a corresponding set of ground-
truth labels via the harmonic mean of precision and recall:

K -
2 Zk‘:l Yk Yk

F(y,’g) = <K - K .
Dot Uk D1 Yk

(N

The goal of classification algorithms in general is to capture dependencies between input features
and the target variable. In MLC, dependencies may not only exist between the features and each
target, but also between the targets Y7, ..., Yx themselves. The idea to improve predictive accu-
racy by capturing such dependencies is a driving force in research on multilabel classification.

Not all loss functions capture label dependencies to the same extent: A decomposable loss can be
reduced to loss functions for the individual labels, i.e., it can be expressed in the form

K

0y 9) = Celye, k) ®)

k=1

with suitable binary loss functions ¢, : {0,1}> — R. A non-decomposable loss does not per-
mit such a representation. It can be shown that, for making optimal predictions y = h(x) which
minimize the expected loss, knowledge about the marginals (1) is sufficient in the case of a de-
composable loss (such as Hamming), but not in the case of a non-decomposable loss [3]. Instead,
if a loss is non-decomposable, higher-order probabilities are needed, and in the extreme case even
the entire distribution p(Y | ) (like in the case of the subset 0/1 loss).

On an algorithmic level, this means that MLC with a decomposable loss can be tackled by what
is commonly called binary relevance (BR) learning, i.e., by learning one binary classifier for each
individual label, whereas non-decomposable losses call for more sophisticated learning methods
that are able to take label dependencies into account.



2.2 Risk Minimization

In the most general case, the problem of finding a risk-minimizing (Bayes-optimal) prediction is
tackled by producing a prediction p(-|x) of the conditional joint distribution of labelings, and
explicitly solving (4) as a combinatorial optimization problem. Obviously, this approach is infea-
sible unless the number of class labels is very low. Fortunately, the problem can be solved more
efficiently for specific loss functions, including those considered in this paper.

In the case of the Hamming loss, the Bayes-optimal prediction can be obtained by thresholding
the marginal probabilities, regardless of whether the labels are independent or not:

- {Oifpk@c) <1/

Lif pp(x) > 1/2 ©)

Thus, it is sufficient to have good estimates for the marginal probabilities, which can be accom-
plished by simple techniques such as binary relevance [3].

For subset 0/1 loss, the Bayes-optimal prediction is not the marginal but the joint mode of the
distribution p(- | x):

y € argmaxp(y |x) .

yey

In this case, label dependence needs to be taken into account for optimal performance.
The F-measure is in a sense in-between these two extremes. It can be shown that, while the entire
distribution p(- | ) is not needed to find a Bayes-optimal prediction for this measure, marginal
probabilities (1) do not suffice either. Instead, probabilities on pairwise label combinations are
required in the general case, whereas under the assumption of conditional label independence,
marginal probabilities again provide sufficient information [22].

3 Ensembles of MLC

In general, an ensemble approach to multilabel classification (EMLC) learns a set of M multilabel
classifiers, each of which predicts a binary label vector y;. Given a query instance € X, these
are then aggregated into a final prediction y = agg(y, ..., ynr). For this aggregation, variants of
label-wise majority voting (MV) are typically used:

e Binary majority voting (BMYV) assigns to each label A\, € L the prediction given by the
majority of the classifiers:

M
Jk = argmax > [y = Gyl - (10)
yee{0,1} 5

e Graded majority voting (GMY), also known as weighted voting, adds up confidence scores
p; = (pj,lapj,% - 7pj,K) for each label )\k» e L:

M

i = angmax 3 (1~ pa) 0. an
yee{0,1} 555



Several ensemble-based multi-label classifiers have been tried in the literature, which typically use
the above-mentioned voting techniques for combining the predictions of the ensemble members
[6,7,10,18,19]. While we aim at optimizing the predictions for a particular loss function, a different
line of work—orthogonal to our approach—aims at simultaneously optimizing for multiple loss
functions [16,17]. In the following, we briefly recall some commonly used EMLC methods, which
will serve as baselines in our experimental evaluation. We refer to [11] for an extensive discussion
on ensembles of MLC classifiers.

e Ensembles of Binary Relevance Classifiers (EBR) use bagging [1] to construct K inde-
pendent ensembles of binary classifiers, one for each label A, € L [20]. At prediction time,
the predictions of these classifiers are combined for each label using majority voting, as is
commonly used in bagged ensembles. Obviously, like all BR methods, EBR ignores any rela-
tionships between the labels and implicitly assumes them to be independent. Moreover, EBR
is computationally expensive, since K - M classifiers are required in order to have an “actual
ensemble” of cardinality M.

e Ensembles of Classifier Chains (ECC). The classifier chains (CC) method [14] also trains
K binary classifiers hy, k € [K] := {1,..., K}, one for each label. Yet, to capture label
dependencies, hy, is trained on an augmented input space X' x {0, 1}*~1, taking the (binary)
values of the £ — 1 previous labels as additional attributes. More specifically, hj predicts
Yo(k) € {0, 1} using

(T, 951y To(2)s - - - » Do (1)) € X x {0,111

as input, where o is some permutation of [K].

Practically, it turns out that the order of labels on the chain, defined by o, has an impact on
predictive performance [2,15]. As finding an optimal order appears to be difficult, [15] suggest
to use an ensemble of CCs over a (randomly chosen) set of permutations and combine their
predictions. In the original CC, the final prediction is derived in a label-wise manner using
BMV. In a probabilistic variant of CC, we allow each classifier hx, k& € [K], to produce a
score in [0, 1], namely an estimation of the conditional probability

p (yo(k) =1 | Ly Yo(1)s - - - 7y0(k71)) . (12)

The score (12) can be seen as a “dependent” marginal probability, i.e., a marginal probability
which to some extent takes label dependence into account.

e Ensembles of Multi-Objective Decision Trees (EMODT) are a computationally efficient
EMLC method [8]. Similar to conventional decision trees (DT) [12,13], a multi-objective de-
cision tree (MODT) partitions the instance space X into (axis-parallel) regions R1,..., Ry,
(i.e., Ule R; = X and R; N R; = () for ¢ # j), corresponding to individual leaves of the
tree. In a probabilistic setting, each leaf of the MODT is associated with a complete marginal
probability vector, where the marginal probability corresponding to a particular label is simply
estimated as the proportion of the training instances in the leaf for which the label is relevant.
The binary label vector predicted by an EMODT can be derived with GMV on the probabil-
ity vectors provided by the individual MODTs in a label-wise manner. Due to the label-wise
voting, EMODT is also tailored to decomposable performance measures.
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Fig. 1: Illustration of the “combine then predict” (red) and “predict then combine” (blue) approaches for the case where
relevance information consists of marginal probabilities.

4 A Formal Framework

In the following, we define a formal framework for ensembles of multi-label classifiers.

4.1 Intermediate Relevance Information

Most MLC methods are two-step approaches in the sense that, prior to making a final prediction
y € ), intermediate results about the relevance of labels, their interdependencies, or similar
information is compiled. We refer to such results as relevance information, which we distinguish
from the final prediction. Important examples include the following:

e Estimates of marginal probabilities (1), which provide important information for the mini-
mization of decomposable loss functions, or loss minimization in the case of label indepen-
dence.

e The entire joint distribution p(-|x), which might be needed for the minimization of non-
decomposable losses in cases where the labels are not independent.

e Probability estimates of a more general kind. For example, [22] require the probabilities
p(yr = 1,8y = ), k, s € [K], for loss minimization in the case of the F-measure.

In general, of course, the relevance information does not need to be probabilistic, but might be of
a more general nature.

4.2 CTP versus PTC

In the context of ensemble learning, an important distinction between methods can be made de-
pending on whether the relevance information provided by the different ensemble members is
combined first, and a prediction is obtained afterwards, or whether individual predictions are pro-
duced first and then combined into an overall prediction (see Fig. 1 for an illustration). We refer to
the former as “combine then predict” (CTP) and the latter as “predict then combine” (PTC).

In CTP, the relevance information R = { Ry, ..., Rys} provided by the individual ensemble mem-
bers is first combined into a single condensed representation

R = CTP-agg (R1,...,Ru) - (13)



Then, a final prediction ¥ is produced on the basis of this representation, typically (though not
necessarily) taking the underlying target loss ¢ into account, i.e., minimizing expected loss with
regard to ¢ (cf. Section 2.2). Denoting the prediction step by Pred,, this can be written compactly
as follows:

4§ = Predy (CTP-agg (R, ... ,RM)) . (14)

In PTC, each member of the ensemble first predicts a (loss minimizing) label combination y; =
Predy(R;). Then, in a second step, these predictions ¢,,, m € [M], are combined into an overall
prediction ¢ using a suitable aggregation function:

4§ = PTC-agg (Predg(Rl), o ,Predg(RM)> .

Note that the commonly used techniques of weighted and binary voting as described in Section 3
can be seen as specific instantiations of CTP and PTC: Binary majority voting (BMV) first maps
vectors of marginal label probabilities into label predictions, which are then combined via majority
voting, and is thus an instance of PTC. Graded majority voting (GMV) first adds up the label
probabilities into a single vector of marginal label probabilities, which are then thresholded for a
final prediction, and is thus a special case of CTP. However, both voting methods are oblivious to
specific loss functions.

4.3 Aggregation in CTP

The information that needs to be combined in both approaches, CTP and PTC, is of different
nature. Thus, one may expect different types of aggregation functions to be suitable. In particu-
lar, relevance information to be combined in CTP is often gradual and represented in numerical
form — probability estimates is again a typical example. Information of that kind is often reason-
ably combined through averaging. For instance, the arithmetic mean

L M
Di = M;Pz‘,g‘, (15)

produced by the ensemble members for the label )\;, will be an improved estimate of the true
marginal probability of that label. Of course, aggregation functions other than the arithmetic mean
are also conceivable; for example, the median is known to be more robust toward outliers.

Moreover, aggregation does not necessarily need to be label-wise as in (15). Instead, it depends on
what kind of relevance information is produced in the first place. Imagine, for example, that each
ensemble member yields an estimate p;(- |x) of the joint label distribution on ). Aggregation
should then be done at the same level, and averaging is again an obvious way for doing so:

M
1
p(y|=z) = MZﬁj(wa),Vyey.
j=1

As already said, an approach of that kind might be advantageous in the case of non-decomposable
losses, although it will not be tractable in general.



4.4 Aggregation in PTC

In PTC, the problem is to combine (binary) predictions. More specifically, recalling the goal to
minimize a given target loss ¢, the problem can be stated as follows: Given predictions §1, . . ., Yas,
which are all supposed to minimize ¢ in expectation, what is a Bayes-optimal overall prediction
y? The answer to this question is far from obvious and, to the best of our knowledge, has not been
studied systematically in the literature so far. In fact, a formal analysis of this problem probably
presupposes additional assumptions about how the predictions (15) may differ from the true Bayes-
optimal prediction (obviously, they cannot all be Bayes-optimal at the same time, unless they all
coincide).

In any case, it should be clear that averaging will be less suitable. First of all, binary predictions
y are discrete entities, and by averaging them one does not again end up with a discrete entity.
This is to some extent comparable to the difference between ensemble regression (numerical case)
and ensemble classification (categorical case): While arithmetic averaging is often used in the
former, counting or “voting” techniques are more commonly applied in the latter. Second, even
when solving this technical issue by turning an average into a discrete entity, for example by
thresholding, undesirable effects might be produced, as shown by a simple example, in which the
(conditional) ground-truth distribution p(- | ) on the label space Y = {0, 1} are given as follows:

] (0,0,0) (1,1,1) (0,1,1) (1,0,1) (1,1,0)
p(y|x) 1/4 3/16 3/16 3/16 3/16

Obviously, the Bayes-optimal prediction for the subset 0/1 loss is (0,0, 0), and ideally, this pre-
diction is produced by each classifier in the ensemble. Now, since these classifiers are not perfect,
suppose that the different label combinations are predicted in proportion to their conditional prob-
abilities, i.e., (0,0,0) is predicted with probability 1/4, (1,1,1) with probability 3/16, etc. One
easily verifies that, for each of the three labels, the probability of it being predicted as relevant
(9/16) exceeds the probability for irrelevant (7/16). Therefore, by taking the arithmetic average over
the ensemble members’ predictions, and then thresholding at 1/2, one will likely end up with the
suboptimal prediction (1,1, 1).

The reader may have noticed that this example is actually less problematic for the Hamming loss,
for which the prediction (1,1, 1) is indeed Bayes-optimal, and would be produced by the label-
wise aggregation sketched above. More generally, it is plausible that a label-wise combination of
predictions is indeed suitable for decomposable losses like Hamming, but suboptimal for non-
decomposable losses.

Based on the discussion so far, we propose two aggregation functions for PTC, which can be seen
as implementations of different types of voting, and will be used in our experimental study below:

e Label-wise voting (PTC-lw): For each individual label );, the number of positive (relevant)
and negative (irrelevant) votes in the predictions 91, ..., yas is counted, and the majority is
adopted.



Table 1: Datasets used in the experiments
# Name # Inst. # Nom. Feat. # Num. Feat. # Lab.
1 Cal500 502 0 68 174

2 Emotions 593 0 72 6
3 Scene 2407 0 294 6
4 Yeast 2417 0 103 14
5 Mediamill 43907 0 120 101
6  Flags 194 9 10 7
7 Medical 978 1449 0 45
8 Bibtex 7395 1836 0 159

e Mode (PTC-mode): Counting is done at the level of the entire predictions, i.e., we predict the
label combination g that occurs most frequently:

M
g =argmax Y [ = 9] (16)

In case the maximum is not unique, ties are broken by choosing the maximal prediction with
the highest score

K M
s@) =Y [k = ks - (17)

k=1 j=1
5 Experimental Evaluation

We perform experiments on eight standard benchmark datasets (cf. Table 1) from the MULAN
repository’, following a 10-fold cross-validation procedure. Our primary goal is to confirm that
the loss-based aggregation methods PTC and CTP outperform the commonly used voting tech-
niques. Moreover, we conjecture that CTP performs better than PTC for decomposable losses,
and PTC better than CTP for non-decomposable losses. This is because accurate marginal prob-
abilities are of utmost importance for decomposable losses — which is exactly what CTP accom-
plishes through averaging label-wise predictions. Likewise, PTC is more apt at capturing label
dependencies, which is important for non-decomposable losses, because it aggregates over several
predictions tailored to the target loss (instead of producing only a single one, as CTP).

We conducted three series of experiments using the ensemble methods EMODT, EBR, and ECC
with their cardinality set to 50. We employed logistic regression as the base classifiers for EBR
and ECC and let them produce probabilistic predictions. Thus, each ensemble member provides a
complete marginal probability vector.

The detailed results are shown in Table 2. The best way for getting an insight into the respective
performances is to consider the averages of these ranks in the final column of the table. In partic-
ular, each column shows the results of one dataset, each line shows the results of a combination of
ensemble technique, loss function, and aggregation technique. For each combination of ensemble,
loss function, and dataset, we also report the respective ranks for the obtained losses over the ag-
gregation approaches. The bold value indicates the best performance on each data set. According to

3 http://mulan.sourceforge.net/datasets.htm]
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Table 2: Predictive performance (in percent) and rank (small number) of aggregation methods with respect to the
Hamming loss, the subset 0/1 loss and the F1-measure.

Emo- Medi- Media- [AVE.
Cal500  tions Scene Yeast Flags cal Bibtex mill  |ranks
EMODT
— |GMV 13.651 18.722 9.453 19.57223.481 1.55 2 1.27 3 2.67 32.13
& [BMV 13.75218.521 9.11219.381 25.093 1.59 3 1.2515 2.651.51.88
-éb CTP equivalent to GMV
£ |PTC-lw equivalent to BMV
= PTC-mode | 14.413 19.663 8.141 19.773 24.582 1.52 1 1.251.5 2.65 1.5/2.00
- |GMV 1002 69.823 49.48 3 85.483 79.342 55.70 2 87.59 3 84.79 3 (2.63
£ BMV 1002 67.812 46.16 2 83.622 83.003 57.26 3 86.61 2 84.57 2 (2.25
% CTpP equivalent to GMV
% PTC-lw equivalent to BMV
“ IPTC-mode | 100 2 64.45 127.21 174.43 1 78.82150.96 1 85.22 1 79.21 1[1.13
- |GMV 33.315 58.185 53.455 58.535 74.914 51.17 4 25.33 5 59.52 5 |4.75
£ IBMV 37.334 61.794 57.024 60.994 74.335 50.72 5 27.69 4 60.74 4(4.25
§ CTP 48.31168.301 74.90266.61 1 75.89376.17 1 48.77 1 63.88 1|1.38
T |PTC-lw 46.452 68.292 71.783 64.873 76.212 71.81 3 37.79 3 62.71 2 |2.50
PTC-mode | 42.30 3 68.25377.551 65.38276.48 1 75.38 2 45.59 2 62.09 3(2.13
ECC
- |[GMV 14.08220.281 8.631 20.242 23.262 0.89 3 1.28 1 — 1.71
& [BMV 14.061 20.312 8.76220.111 23.483 0.881.5 1.2925 — 1.86
éb CTP equivalent to GMV
j;% PTC-lw equivalent to BMV
PTC-mode | 14.24 3 20.48 3 8.773 20.39322.521 0.8815 1.2925 — 2.43
- |GMV 1002 69.462 32.822 79.353 72.322 29.49 3 81.61 2 — 2.29
£ BMV 1002 70.473 33.073 78.98 2 74.873 28.45 2 81.64 3 — 2.57
% CTP equivalent to GMV
iﬁ PTC-lw equivalent to BMV
“ |PTC-mode | 100 2 68.45 1 29.04 1 77.28 1 66.61 1 28.35 1 81.37 1 — 1.14
. |[GMV 32.135 63.205 72.844 62.635 72.804 81.74 14 40.08 s — 4.57
£ IBMV 32504 64.004 71.755 62.814 72.565 81.10 5 40.10 4 — 4.43
é CTP 45.28 167.65177.05164.851 74.21285.17 1 49.30 1 — 1.14
T |PTC-lw 42.052 67.58 2 75.523 64.69274.531 84.85 2 48.95 2 — 2.00
PTC-mode | 41.98 3 66.81 3 75.572 64.063 74.133 84.58 3 48.77 3 — 2.86
EBR
— |[GMV 13.95120.151 9.822 19.893 24.052 0.92 2 1.2215 — 1.79
& [BMV 14.022 20.323 9.83319.87123.621 0.92 2 1.2215 — 1.93
é‘) CTP equivalent to GMV
£ |PTC-lw equivalent to BMV
= PTC-mode | 14.103 20.212 9.761 19.882 24.493 0.92 2 1.23 3 — 2.29
- |GMV 1002 72.861 46.113 84.783 82.453 30.71 3 82.12 3 — 2.57
£ BMV 1002 73.533 46.032 84.492 81.922 30.39 2 81.88 2 — 2.14
% CTP equivalent to GMV
.qé PTC-lw equivalent to BMV
“ |PTC-mode| 1002 73.37245.53 1 84.32 1 80.87 1 30.09 1 81.72 1 — 1.29
- |GMV 34.175 58.384 61.995 61.375 72.604 79.18 5 39.75 s — 4.71
£ IBMV 34.404 58.115 62.074 61.494 73.423 79.76 4 40.17 4 — 4.00
é CTP 47.621 66.673 76.14365.07 1 75.18 1 85.27 1 50.78 1 — 1.57
= |PTC-lw 47.46 2 66.96 276.291 65.012 74.802 84.63 2 49.02 3 — 2.00
PTC-mode | 47.33367.071 76.182 64.993 71.415 84.58 3 49.43 2 — 2.71




the Friedman/Nemenyi test, differences are statistically significant for a critical distance between
the average ranks of 1.10/1.25 for a=0.1/0.05 for EMODT, and similarly 1.94/2.16 and 2.08/2.31
for ECC and EBR, respectively. The Friedman test fails for all Hamming loss comparisons.

e Loss-based aggregation vs. voting. Especially for F1 and subset 0/1 loss, there are (statisti-

cally significant) large differences between the voting-based decompositions on the one side,
and PTC/CTP on the other side. This confirms our expectation that GMV and BMV are poorly
suited for the case of non-decomposable performance measures. Only for Hamming loss, the
voting-based techniques are in the same range, and, in fact, sometimes even better (yet, no
significant difference).
This result is also expected because Hamming loss is decomposable, so that its performance
primarily depends on accurate marginal probabilities. In fact, in this case, label-wise PTC and
CTP are equivalent to binary and graded voting, respectively. For subset 0/1 loss, assuming
label independence and marginal probability as the relevance information, our loss-based in-
stantiations of CTP and PTC-lw are equivalent to GMV and BMV, respectively. As can be seen
from the results, however, this assumption is most likely invalid for the investigated datasets,
because PTC-mode, which addresses the problem of finding the mode of the joint label distri-
bution, typically outperforms the alternatives.

e PTC vs. CTP. With respect to the two different approaches, the mode-based PTC decomposi-
tion performs significantly better for subset 0/1 loss, whereas CTP (or, in this case, equivalently
GMYV) seems to perform better for Hamming loss. These results provide clear evidence in fa-
vor of our conjecture. The results for F1 are a bit more difficult to interpret but also consistent.
Given marginal probabilities, we derive the loss minimizer for F1 under the assumption of
label independence, and in this case, accurate marginal probabilities are again crucial. This is
probably the reason for why CTP has an advantage over PTC.

We also conducted a series of experiments using EMODT with the number of ensemble members
varying from 1 to 100 (M € {1,5,10,20,30,...,100}). Here, our interest was to study the
influence of the ensemble size on the performance of the aggregation methods. For each value of
the ensemble cardinality, we have run a 10 times 10-fold cross-validation, for which we report the
average scores. As expected, the results shown in Figure 2 confirm that the MLC scores typically
improve with an increasing size of the ensembles. This is in agreement with the observation on
the performance of ECC reported in [9]. More importantly, we also see differences between the
different aggregation methods, and that suitable instantiations of CTP and PTC can indeed reach
better performance than standard voting techniques. In particular, the visible gaps for the subset
0/1 loss re-confirm the superiority of PTC-mode for non-decomposable losses. Finally, we note
that the performances change rapidly in the beginning and tend to converge when the number of
ensemble members reaches moderate values (i.e., 30 or 40), except for the subset 0/1 loss and
PTC-mode. This is again in agreement with our expectations, because PTC-mode does voting at
the level of the entire predictions, and the number of possible predictions increases exponentially
with the number of labels, so that more iterations are necessary for convergence. A similar effect
can be observed for PTC-lw/BMYV, whose label-wise votings converge less rapidly to accurate
marginal probability estimates than CTP/GMYV, but are able to catch up with increasing number of
votes. For EMODT, there seems to be even an advantage in the end for using the vote distributions,
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Fig. 2: Predictive performance (y-axis) of aggregation methods as a function of the cardinality of ensembles (x-axis) in
terms of Hamming loss (left column), subset 0/1 loss (middle), and F1 (right column) for four datasets.



possibly due to less accurate probability estimates of the trees. Results similar to those shown in
Figure 2 have been obtained for EBR and ECC.

6 Conclusion

This paper studied the question of how to aggregate the predictions of individual members of an
ensemble of multilabel classifiers in a systematic way. We introduced a formal framework of en-
semble multi-label classification, in which we distinguish two principal approaches, referred to
as “predict then combine” (PTC) and “combine then predict” (CTP). Both approaches generalize
voting techniques commonly used for EMLC, while allowing one to explicitly take the target per-
formance measure into account. Our framework supports the analysis of existing EMLC methods
as well as the systematic development of new ones. Besides, it suggests a number of interesting
theoretical problems, like the question of how to combine predictions in PTC in a provably opti-
mal way. Experimentally, we showed that standard voting techniques are indeed outperformed by
suitable instantiations of CTP and PTC. Moreover, our results suggest that CTP performs well for
decomposable loss functions, whereas PTC is the better choice for non-decomposable losses.
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